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Improving the number and number density of cold molecules is a longstanding goal in cold molecule research.
Stark deceleration provides an important access to taming polar molecules and makes the collision and high-
resolution spectroscopy a reality. However, the full deceleration efficiency of the traditional Stark decelerator
has been impeded by its intrinsic loss mechanisms, which significantly limit its applications. In this paper, we
introduce an interspersed guiding deceleration strategy that surpasses the periodic phase stability limitations of
traditional Stark decelerator. Our approach is theoretically and experimentally validated using the ND; molecule,
achieving significant gains of 3 ~ 8 for all final velocity ranges. Additionally, our method requires a lower
operation number of switching that is beneficial for reducing the consumption of the high-voltage switches
and suitable for controlling a large number of deceleration stages. This method is applicable to any traditional
crossed-pin Stark decelerator and can stop a wider variety of molecular species with higher densities, including
those with a small Stark shift-to-mass ratio. It is anticipated to become an essential tool for producing cold and
dense molecular samples, offering promising prospects for cold collision studies and precision measurements.
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I. INTRODUCTION

Thanks to its unique advantages such as long interac-
tion range and anisotropy, cold gas-phase polar molecules
have attracted keen interest from physicists and chemists,
showing extensive applications ranging from cold molecular
collisions [1-4] to precision measurements [5—7]. Follow-
ing the pioneering work of Stern and Gerlach in the 1920s
[8], it has been established that the motion of particles
(either atoms or molecules) can be manipulated using ex-
ternal fields. Twenty-five years ago, the advent of Stark
deceleration for polar molecules signified a breakthrough in
achieving comprehensive three-dimensional (3D) motion con-
trol over neutral molecular beams [9], thereby facilitating the
preparation of translationally cold (<1 K) molecules within
the laboratory’s coordinate system. Although several meth-
ods, including Rydberg-Stark deceleration [10], laser cooling
[11,12] and buffer gas cooling [13,14], have been developed
to generate cold molecules, Stark deceleration and its mag-
netic counterpart Zeeman deceleration [15,16] stand out as
a specialized and efficient technique for taming polar (para-
magnetic) molecular beams. This beam deceleration method
yields cold molecular samples characterized by high den-
sity, pure state, and controllable velocity. This technique not
only bridges the gap between supersonic molecular beams
and cold molecular samples but also connects to other con-
trol manners such as electric/magnetic traps [17-21], storage
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rings [22], and synchrotrons [23,24]. Through Stark decel-
eration, a variety of polar molecules have been successfully
stopped [25-27]. This advancement opens up opportunities
for precision measurements [6,7,28,29], cold collision studies
[3,30,31], and quantum computing science [32,33].

Stark deceleration typically begins with a supersonic beam,
which is produced by adiabatic expansion and exhibits proper-
ties of being internally cold yet possessing rapid translational
speed (300 m/s—2000 m/s, depending on the carrier gas). Note
that this is the only cooling process for the Stark deceleration
technique, since the densities of molecular packets within the
Stark decelerator are too low to facilitate thermalization. Con-
sequently, the concept of temperature utilized in this context
merely serves as a convenient representation of the molec-
ular velocity distribution. The Stark decelerator operates by
repeatedly (e.g., 100 times) switching on and off inhomoge-
neous, time-varying electric fields to reduce the velocity of
a subset of molecules within the supersonic beam that are
in a specific quantum state. Ideally, these molecules could
be safely transported to the end of the decelerator without
any loss. However, traditional Stark decelerators (i.e., pulsed
crossed-pin electrodes) experience significant molecular loss
due to inherent loss mechanisms [34,35]. It is noteworthy that
a higher number or increased density of molecules often facil-
itates unlocking the full potential of molecular sample studies
mentioned above. For Stark deceleration, there are two strate-
gies to achieve this objective. One strategy involves enhancing
the number density of the molecular beam before it enters the
Stark decelerator, such as creating a denser supersonic beam
using faster pulsed valves [36], or utilizing a frozen skimmer
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[37,38] to improve the quality of the supersonic beam. An-
other approach is to boost the deceleration efficiency, which
is precisely the focus of this paper.

Over the past two decades, significant efforts have been
devoted to addressing the intractable problems of standard
Stark decelerators. These efforts can be roughly divided into
three categories. The first category involves modifying the
operating time sequence for switching the electrodes, such as
using a so-called S = 3 mode [34,39,40], advanced switching
[41], focusing operation [42] or multiphase methods [43—45].
Using this method, the deceleration can be improved by a
factor of 2 to 6 and even more [46] compared to the traditional
operation method. The second approach is to modify the struc-
ture of the decelerator, like quadrupole-guiding decelerators
[34] where a quadrupole-guiding stage is interleaved between
each deceleration stage. Gains of 5 and 40% can be expected
for intermediate velocity (vina > 80 m/s) and low final veloc-
ity (vana = 14 m/s), respectively. The last approach involves
ring-shaped Stark decelerators, including switched ring Stark
decelerators [47,48] and traveling wave Stark decelerators
[49-54]. This method enables generating true 3D potential
wells to avoid losses that occur in traditional Stark decelera-
tors. It usually allows for producing moderately strong electric
fields, making it more favorable for decelerating heavy polar
molecules (>100 amu) [51,52,55] whose energy levels usu-
ally drop under high electric fields. For a given traditional
Stark decelerator, only the first approach is adoptable. In this
paper, we will add a new means to the toolbox of the first
approach to further improve the deceleration efficiency of
traditional Stark decelerators.

Our operation strategy does not need any hardware mod-
ification and is easy to implement. It involves using every
third stage for guidance instead of deceleration, while the
remaining stages are used for deceleration (referred to as
the interspersed guiding deceleration operation mode, IGD).
By adopting this operation mode, not only is the transverse
focus enhanced, but the limit of the coupling between the
longitudinal and transverse motions can be effectively circum-
vented. Significant gains are achieved for all ranges of final
velocities. Additionally, the power consumption of the high-
voltage (HV) switches is greatly reduced due to the number
of switching times being reduced by one-third. This method
is readily applicable to existing decelerators and allows for
more applications.

II. STANDARD OPERATION (S = 1) AND OVERTONE
OPERATION (S = 3)

The detailed operation principles of a standard Stark de-
celerator can be found in the literature [9,43], here we only
give a brief description. The standard pulsed Stark decelerator
is composed by an array of pairs of crossed cylindrical metal
rods, which are orthogonal to a beam line that passes between
them and enable yielding two kinds of 1D static electric lattice
in the longitudinal direction. Figure 1(a) illustrates the distri-
butions of these fields along the z axis, differentiated by solid
and dashed lines. These lines correspond to the electric con-
figurations during the activation of the odd and even stages,
respectively. Additionally, the precalculated operation time
sequences for both stages are presented. In Figs. 1(a)-1(c),
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FIG. 1. Diagram of the electric fields experienced by an ideally
synchronized molecule in three switching modes for ¢, = 30°, i.e.,
S =1 (a), S =3 (b) and IGD (c). On the upper half of each panel,
the thin solid and dashed black lines represent the two electric field
configurations used for deceleration, while the thin blue line depicts
the guiding electric field configuration. The bold red and blue lines
indicate the electric fields traversed by the synchronous molecule.
On the lower half of each panel, the solid and dashed lines depict
the corresponding time sequences for both odd and even electrode
stages, respectively. In (c), the synchronous molecule undergoes a
two-stage deceleration process D’ and D, followed immediately by a
guiding manipulation G.

the bold red and blue lines illustrate the electric fields ex-
perienced by the so-called “synchronous molecule”, which
refers to the idealized molecule that is always sync with the
time sequence and has no transverse velocity. The molecule
around the synchronous molecules and populated in the phase
space stability area of the decelerator, in principle, can be
brought to the end of the decelerator without loss. The area of
the phase space stability of the decelerator is strongly depen-
dent on the reduced longitudinal position (i.e., phase angle)
©o, where ¢y = mzo/L with zo being the longitudinal posi-
tion of the synchronous molecules and L being the distance
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between longitudinally adjacent electrodes. Since the elec-
trodes enable alternatingly focusing molecules in one trans-
verse direction, and thus their transverse confinement in both
transverse directions achieved as they experience more than
one stage. Combining the longitudinal phase space area and
the transverse confinement of the molecules, it is clear that the
decelerator works by alternatingly switching on/off the two
electric field configurations to produce a discretely moving ef-
fective 3D Stark potential well to slow down molecules. There
are two points that should be stressed. First, the effective 3D
potential well is obtained based on time-average transverse
and longitudinal forces and it is valid provided that v, /L > f,
where v, is the longitudinal velocity of the molecules and f is
the oscillation frequency in the traveling trap. If this validity
was broken, molecule loss in low-velocity region will occur,
such as transverse over focusing and longitudinal reflection
[34]. The second issue is transverse-longitudinal coupling,
which is attributed from the fact that both the longitudinal and
transverse forces are offered by the same electrodes [35]. It
gives rise severe molecular loss during deceleration. The sim-
plest way to circumvent this problem is to let the molecules
fly through an energized deceleration stage without removing
the field. That is to say only part of the deceleration stages are
used to decelerate molecules and the remaining are employed
for more transverse confinement. This is exactly the overtone
operation. Figure 1(b) shows the overtone operation of S = 3,
where every third electrodes is utilized for deceleration. This
operation manner fully reduces the loss of molecules resulted
from the transverse-longitudinal coupling [34,39]. However,
it comes at the expensive of the decelerator length.

III. INTERSPERSED GUIDING DECELERATION
OPERATION (IGD)

The principle of our proposed operation mode is schemat-
ically illustrated in Fig. 1(c), where guiding operations are
interspersed within the standard S = 1 mode, with every third
electrode designated for beam guidance and the remaining
electrodes for energy removal. As depicted in Fig. 1(c), three
electric field configurations will be utilized in the IGD mode,
represented by black solid, dashed, and blue solid lines, re-
spectively. The electric field configurations depicted by the
solid and dashed lines are employed for deceleration while the
field configuration depicted by the blue line is used for trans-
verse guidance. The bold red and blue lines in sections indi-
cate the electric fields traversed by the synchronous molecule.
In IGD operation mode, the synchronous molecule undergoes
successive deceleration through two stages. At the end of the
deceleration phase angle, rather than switching off the field of
the activated stages (as in S = 1 mode), conjugated electrode
pairs are activated, resulting in the simultaneous powering of
both odd and even stages (indicated by the blue curve). Once
the synchronous molecule has traveled one period, the con-
jugated electrode pair is switching off again, allowing further
deceleration of the synchronous molecule. The effective field
experienced by the synchronous molecule exhibits a shape
similar to that in the S =3 mode, albeit with significantly
reduced guiding length and potential depth. These controls
are denoted by the letters D, D’, and G, as shown in Fig. 1(c).
The switching time sequences for odd and even stages in IGD
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FIG. 2. The longitudinal properties of the Stark decelerator under
two operation modes: (a) a standard mode, and (b) an IGD mode. The
black lines denote the longitudinal phase space separatrix, while the
red lines signify the transverse average spring constants as a function
of relative reduced position. The transverse average spring constant is
normalized to that experienced by the synchronous particle, denoted
as k. (0). (c) Simulated phase space fillings using three distinct
operation modes, specifically for two values of ¢: 0° and 30°.

operation mode are also presented at the bottom of Fig. 1(c).
By comparing the time sequences in Figs. 1(a)-1(c), it is
observed that in the S = 1 mode, the number of switches is
equivalent to the number of electrode stages traversed by the
synchronous molecule, whereas in S = 3 and IGD modes, the
number of switches constitutes one third and two thirds of
the traversed stages, respectively. The consumption of HV
switches is strongly dependent on the switching frequency.
During experiments, considerable instantaneous currents and
thus a significant amount of heat are produced when HV
switches are turned on or off. This heat must be dissipated
promptly to prevent performance degradation or damage to
the switches. Therefore, IGD operation mode is advantageous
for reducing high-voltage switch consumption and is suitable
for controlling a large number of deceleration stages.

In Fig. 2, the longitudinal and transverse properties are
compared for a standard mode of operation and IGD mode. In
both cases, the separatrix in the longitudinal phase space and
the average transverse spring constants lEx,y(A¢) are depicted.
As can be seen in Figs. 2(a) and 2(b), the transverse force in
standard operation mode is strongly dependent on the relative
position, by contrast, the transverse force does not differ by
a factor of 3 within the separatrix in the IGD mode. Fig-
ure 2(c) shows the longitudinal phase space distributions via
three different operation modes, resulting from 3D trajectory
calculations with two different values of phase angles (¢g =
0°, @o = 30°). The input parameters for the three operation
modes are all the same. For standard mode (S = 1), there exist
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FIG. 3. Schematic of our Stark deceleration setup.

structures in the separatrix for both angles, where molecules
are unstable in the empty or sparse areas. In contrast, no
structure in the distribution is observed in S = 3 operation,
while the separatrices are smaller than that of S = 1 mode. In
the case of the IGD mode, there is a thin halo in the phase
space stability areas for ¢y = 0°, which is similar to that of
the standard mode but with a much denser molecular density
in the central region. However, for ¢y = 30° no structure in
the distribution is observed.

IV. EXPERIMENTAL DEMONSTRATION

A detailed introduction to the Stark deceleration system
in our laboratory was previously provided [56]. Figure 3
schematically illustrates the setup of the Stark deceleration,
which is composed of three differentially pumped vacuum
chambers. A pulsed supersonic beam is generated by freely
expanding a gas mixture of 6% NDj (deuterated ammonia)
in 1.5 atm xenon through a 0.5-mm-diameter pulsed valve
into the source chamber. The valve operates at room tem-
perature (293 K) and opens for a duration of 180 ps. After
passing through a 2-mm-diameter skimmer and a 40-mm-long
hexapole, the ND3; molecular beam is then coupled into the
Stark decelerator. The decelerator is made up of 180 pairs of
3-mm-diameter cylindrical parallel-placed steel rods, where
the center-to-center distance between the two rods in each
pair is 5 mm, leaving a 2 mm opening gap in the transverse
directions. The adjacent pairs of rods are perpendicular to
each other and are separated by a distance of 6 mm, resulting
in the total length of the decelerator being 1.08 m. The op-
posing rods are, respectively, connected to different polarity
power supplies via their own HV switches (Behlke Elektronik
HTS 201-03-GSM). A total of four HV switches and two HV
power supplies are required for the decelerator device. The
resulting beam from the last slowing stage freely travels a dis-
tance of ~23 mm to the detection zone and is then ionized by
a focused dye laser (~317 nm). The resulting ions are detected
by a pair of microchannel plates and the signals are recorded
by a personal computer. The time sequence used to control the
four HV switches is calculated in advance and is consistent
with the one used in the numerical simulations. In operation,
the pressure in the source chamber and the detection chamber
is typically 5 x 10~* Paand 5 x 1076 Pa, respectively.

To accurately assess the deceleration efficiency differences
between standard operation mode and IGD, identical initial
conditions were used for the following deceleration exper-
iments. The decelerator was operated at voltages of + 10
kV, generating a maximum electric field on the beam axis

of 90 kV/cm. The ND3 molecular beam’s initial center ve-
locity was approximately 332 m/s with a full width at half
maximum velocity spread of 60 m/s. Molecules in the low-
field-seeking state |J, K, M) = |1, 1, —1) were selected and
decelerated to various final velocities. Figure 4 illustrates the
observed final velocity dependence of TOF (time of flight)
traces independently using S = 1, S = 3, and IGD modes.
At final velocities exceeding 220 m/s, the molecular sig-
nal intensity of S =3 and IGD significantly surpasses that
of S = 1 operation mode. However, the limited deceleration
ability of S = 3 mode makes it challenging to produce cold
molecular samples with final velocities below 200 m/s in
our setup. In contrast, the IGD mode effectively achieves
greater gain compared to S = 1 mode across all final velocity
regions. It is important to note that the IGD mode is not
suitable for low final velocities; hence, when the final velocity
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FIG. 4. Comparison of observed TOF profiles using S =1
(lower traces), S = 3 (middle traces, front), IGD + F (middle traces,
back), and IGD mode (upper traces). The ND; beam with the same
initial velocity of 332 m/s is tuned to a variety of finial velocities,
namely, 332 m/s, 260 m/s, 220 m/s, 140 m/s, 100 m/s, 40 m/s and
20 m/s. In S = 1 mode, the corresponding phase angles used are as
follows: 0°, 15.3°,22.1°, 31.8°,34.8°,37.5°,37.9°. In S = 3 mode,
the corresponding phase angles used are 0°,43° and 61.2°. IGD
mode, when the final velocity is above 100 m/s, the corresponding
phase angles used are 0°, 22.7°, 32.3° and 45.9°. When the final
velocity falls 100 m/s and below, the mode changes to IGD + F, the
corresponding phase angles used are 45.6°, 49.9°, 53.1°, and 53.7°.
The curves for S = 3, IGD + F and IGD have been vertically offset
for clarity.
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FIG. 5. Calculated stable longitudinal phase area of various
modes over a range of final velocities. All data is normalized to the
signal peak obtained in S = 1 operation mode at gy = 0°.

falls 100 m/s and below during the deceleration process, the
remaining stages switch to focusing operation F as depicted
in Fig. 1 of Ref. [42]. Figure 5 depicts the phase space sta-
bility region for various operation modes. Although the phase
space stability region of S = 1 mode is the largest at any final
velocity, it yields the smallest number of molecules due to its
significant loss mechanism. Packets obtained from the IGD
mode have a narrower longitudinal velocity spread, resulting
in much colder samples than those produced from the standard
mode.

Figure 6 shows the final velocity dependency of the signal
density for various operation modes, which are achieved by
integrating molecular packets depicted in Fig. 4. It can be
observed that the signal intensity of IGD (or IGD + F) is 5
to 8 times stronger than the S = 1 mode at speeds exceeding
100 m/s and 3 to 5 times stronger at speeds of 100 m/s and
below. Numerical simulations for the experimental results in
Fig. 6(a) are depicted in Fig. 6(b). The variation of signal
intensity with the final velocity, as obtained through the four
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operational modes, matches well with theoretical predictions.
However, the simulation predicts that the amplitude should
be approximately 2 to 3 times larger than observed in the
experiment in the high final velocity regime. This discrepancy
is primarily attributed to nonadiabatic losses [57] experienced
by the ND3; molecules. In the Stark deceleration process, a
change to any high-field seeking state would result in the
molecule being drawn towards the electrodes where the elec-
tric field intensity peaks. Such undesired state alterations arise
because the molecules experience a time-varying electric field
as they move through the decelerator and as the decelerator is
switched from one field configuration to another [57]. Given
the sizable region where transitions occur and the fact that
our deceleration experiment involves 179 field switches in
the S = 1 mode, a significant fraction of molecules may be
driven into another state and lost from the decelerator. How-
ever, both the IGD and S = 3 operation modes can largely
mitigate nonadiabatic losses because their switching times,
during which nonadiabatic transitions might occur, are only
half and one-third of those in S =1 mode, respectively.
Note that in the IGD mode, despite having two-thirds the
number of switching events compared to the S = 1 mode, a
significant portion of these events occur under much higher
electric fields (>45 kV/cm), where nonadiabatic transitions
are extremely unlikely to occur. Excluding these high-field
switching events, the nonadiabatic losses associated with the
remaining switching events in the IGD mode are reduced to
approximately half of those in the S = 1 mode. Furthermore,
nonadiabatic transitions between states are predominantly rel-
evant during low-phase-angle operations of the decelerator
[57]. Conversely, the IGD and S = 3 operational modes gen-
erally utilize higher phase angles compared to the S = 1 mode
to attain equivalent deceleration forces.

V. CONCLUSION

We introduced a deceleration strategy that efficiently
reduces molecular losses in conventional pulsed Stark de-
celerators. The properties of the new operation mode, IGD,
were theoretically analyzed. An experimental demonstration
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FIG. 6. (a) Observed molecular signal intensity of different operation modes over a range of final velocities. Data are collected with a beam
of NDj at an initial speed of 332 m/s to 20 m/s. All data is normalized to the signal peak obtained in S = 1 operation mode at ¢y = 0°. The
inset shows the decelerated packets with mean velocity of 60 m/s, utilizing IGD+F (purple) and S = 1 (green), respectively. The two lines
normalized to the signal peak obtained in S = 1 operation mode. (b) Numerically calculated signal intensities for various operation modes
over a range of final velocities. Note the logarithmic scale on the vertical axis.
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was provided, revealing a significant advantage of the IGD
over the standard S = 1 mode across high and intermediate
final velocities (>100 m/s for ND3 molecules). When com-
bined with other methods, such as IGD + F, the decelerator
achieves optimized deceleration efficiency for low final veloc-
ities (<100 m/s for ND3 molecules). While existing methods
have successfully mitigated coherent loss mechanisms, they
often necessitate either high-performance switching systems
[41], additional calculations [45], or increased voltages [42].
In contrast, our method notably reduces wear on high-voltage
switches, enhances system stability, and is readily scalable to
manage multiple deceleration modules. It can be effortlessly
incorporated into current experimental setups, presenting a
cost-effective, efficient, and highly viable solution for most
laboratory settings, thereby offering researchers an economi-
cal and potent alternative.

It is important to note that while the IGD mode identified
here operates by guiding only every third instance, other op-
eration modes such as every fifth or seventh guiding mode are
also possible, facilitating the use of more electrodes for energy

removal. Additionally, by integrating our method with the
focusing operation [42] at low final velocities, we can further
enhance the number of molecules and the number density.
Our method enables stopping a broader spectrum of molecular
species with high density, including less favorable molecules
with a small stark shift-to-mass ratio. It is expected to serve as
an ideal tool for producing cold and dense molecular samples,
offering further opportunities for fundamental and applied
science such as precision measurement, cold collision, and
quantum computation.
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